Characteristics of lead glass for radiation protection purposes: A Monte Carlo study
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ABSTRACT

Background: Lead glass has a wide variety of applications in radiation protection. This study aims to investigate some characteristics of lead glass such as the γ-ray energy-dependent mass and linear attenuation coefficients, the half-value layer thickness, and the absorbed dose distribution for specific energy. Materials and Methods: The attenuation parameters of different lead glass types against high-energy photons (0.2-3 MeV) of gamma rays have been calculated by the Monte Carlo technique and a deterministic method. Besides, the depth dose distribution inside the volume of two cubic lead glass samples was calculated by two Monte Carlo-based computer codes, for gamma rays of 300 keV. In each part of the study, the results of the two methods have been compared. Results: Increasing the Pb concentration (weight in %) by 1% in the lead glass causes a 1.6%-3% increase in the linear attenuation coefficient, depending on the energy. However, the mass attenuation coefficient does not show significant variation for different types of lead glass, especially for the energies higher than 400 keV. Moreover, almost half of the total dose from 300 keV photons will be absorbed in the first 3.5 mm of the sample’s thickness. Conclusion: Results indicate that the Monte Carlo technique is as reliable as the deterministic methods for calculating the attenuation characteristics of the lead glass. The provided data in this investigation can be useful for radiation protection purposes, especially in the case of selecting the lead glass type and dimension based on a specific application.
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INTRODUCTION

While working with the ionizing radiation, the protection of living organisms and sensitive equipment against the hazard of radiation is crucially needed. This protection can be done in terms of dosimetry and/or shielding against ionizing radiation. Shielding an experimental setup containing radioactive sources, with a suitable transparent shielding material will protect the experimenter personnel from the hazard as well as preventing the experiment results from the environmental interference, without losing the visual contact.

Photon-matter interaction parameters such as linear and mass attenuation coefficients and half-value layer thickness (HVL) can provide some information to evaluate the performance of the radiation shielding materials. One of the most commonly used materials in radiation shielding applications is lead glass. Being both transparent and good attenuator of high energy photons (due to their high density and atomic number), different types of lead glass can be applied as viewing windows at radioactive storage stations, hot cells, nuclear fuel development and reprocessing plants, and for the applications related to nuclear reactors (1, 2).
Furthermore, all the widely spread radiotherapy centers are using lead glass as the observation window, while ensuring the protection of personnel from being overexposed to the ionizing radiation (3). Therefore, studying the photon attenuation characteristics of the lead glass as a radiation-shielding material is an important subject in medical physics and other radiation-related nuclear fields (1-3).

Besides being a very good radiation-shielding material, lead glass can also provide important radiation protection –related dosimetric data, which means it can be used as a passive reusable solid-state dosimeter (4, 5). When a glass sample (lead glass in this case) is exposed to the ionizing radiation, some of its parameters (like color) will change (6). In other words, exposure to a particular dose of ionizing radiation causes a proportional darkening in the lead glass and affects its transparency (7). These changed parameters are proportional to the absorbed dose by the sample (8, 9). Investigation on radiation-shielding properties of different types of glass has been performed before for some photon energies (10-12). However, studies regarding a wide energy region with the most commonly used lead glasses, which cover both dosimetry and radiation-shielding applications are very scarce. There have been also studies on the dose-related variation of the optical properties of glass samples (13). As is known, the absorbed dose is correlated with the radioactive source type and energy, the density and elemental composition of the absorber, and the source-absorber distance. Therefore, it is important to choose the optimum density and thickness of the lead glass, to maintain both transparency and shielding characteristics.

This work aims to investigate the attenuation properties of different types of the lead glass (ZF1, ZF2, ZF3, ZF6, and ZF7) against γ-rays of 0.2-3 MeV energies, as well as the dose distribution through the volume of cubic samples of ZF1 and ZF7, for gamma rays of 300 keV energy. The attenuation characteristics provide useful information on the shielding applications of the lead glass, and the dose distribution results can be useful in dosimetry applications.

### MATERIALS AND METHODS

#### Attenuation parameters

The characteristics of the five types of lead glass are presented in table 1. The mass fractions (weight in %) of the main components (SiO2 and PbO) as well as the other materials (K2O, As2O3, etc.) are provided in this table. Since lead is a heavy and opaque element, it is obvious that increasing the Pb concentration leads to more density and less transparency in the glass samples.

<table>
<thead>
<tr>
<th>lead glass type</th>
<th>density (g/cm³)</th>
<th>SiO2 (Weight in %)</th>
<th>PbO (Weight in %)</th>
<th>other materials (Weight in %)</th>
<th>transparency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZF1</td>
<td>3.86</td>
<td>41.20</td>
<td>51.20</td>
<td>7.60</td>
<td>95</td>
</tr>
<tr>
<td>ZF2</td>
<td>4.12</td>
<td>39.10</td>
<td>55.41</td>
<td>5.49</td>
<td>90</td>
</tr>
<tr>
<td>ZF3</td>
<td>4.46</td>
<td>33.88</td>
<td>61.05</td>
<td>5.07</td>
<td>85</td>
</tr>
<tr>
<td>ZF6</td>
<td>4.77</td>
<td>30.96</td>
<td>65.06</td>
<td>3.98</td>
<td>75</td>
</tr>
<tr>
<td>ZF7</td>
<td>5.19</td>
<td>27.27</td>
<td>70.93</td>
<td>1.8</td>
<td>70</td>
</tr>
</tbody>
</table>

To calculate the attenuation parameters, a Monte Carlo-based computer code (MCNP-4C) has been applied. MCNP is a general-purpose Monte Carlo N-Particle transport code, which is developed and maintained by Los Alamos National Laboratory (14, 15). The geometry setup, consisting of two cylindrical collimators made of pure lead (source and detector collimators) and a detection area, is identical to figure 1 of the ref. (16). A disk-shaped sample of 1 cm thickness and 8 cm diameter, made of lead glass is located between the source and detector collimators. Point-like monoenergetic gamma sources in the energy range of 0.2-3 MeV with 200 keV increments have been located at the entrance of the source collimator, to obtain the attenuation parameters as a function of energy.

To obtain the flux over the detector cell, a F4 tally of MCNP-4C has been used. F4 is a special tally for track length estimation of cell flux. The number of tracked photons (events) was considered as 10⁷ in each simulation process. For each energy value, the theoretical experiments were performed six times, for five types of the lead glass (ZF1, ZF2, ZF3, ZF6, and ZF7). At first, the simulation was done with no sample between the collimators, and the result...
of F4 tally was registered as the photon flux over the detector cell, in the absence of the attenuator (known as incident photons). Then, the simulation was repeated in the presence of each sample type individually, to obtain the flux of the transmitted photons. Therefore, the linear attenuation coefficient \( \mu \) can be determined by equation (1) \(^{(17)}\):

\[
\mu = \frac{1}{x} \ln\left( \frac{N}{N_0} \right)
\]

Where; \( N_0 \), \( N \), and \( x \) are the incident photons, transmitted photons, and the sample thickness, respectively.

The mass attenuation coefficient \( \mu_p \), an independent parameter of the material density, is defined by equation (2) \(^{(17)}\):

\[
\mu_p = \frac{\mu}{\rho}
\]

In equation (2), \( \rho \) is the material density in the unit of \((\text{g/cm}^3)\) and \( \mu \) is the linear attenuation coefficient in the unit of \((\text{cm}^{-1})\), obtained from equation (1). For the mass attenuation coefficient, the simulation results have been compared with the results of the XCOM \(^{(18)}\) program. This comparison can be a validation of the modeling process. Furthermore, one can obtain a continuous mass attenuation graph by using XCOM, which may be applicable for any energy value by extrapolation of the graph. The XCOM program is freely available on the National Institute of Standards and Technology (NIST) website \(^{(19)}\).

The half-value layer thickness (HVL) (equation 3), is defined as the thickness of the attenuator that reduces the intensity of photons by half of its initial magnitude \(^{(12)}\):

\[
HVL = \frac{\ln(2)}{\mu}
\]

Dose distribution as a function of depth inside a sample

In the second part of the study, a cubic sample of 1×1×1 cm\(^3\) has been considered to investigate the dose distribution as a function of depth inside the volume of the lead glass. The dimension of the sample is chosen arbitrarily. A point-like monoenergetic gamma source of 300 keV energy was located at 100 cm distance from the center of the mass of the sample. MCNP-4C and EGSnrc codes have been applied to perform the simulation. EGSnrc was originally released in 2000, as a complete overhaul of the Electron Gamma Shower (EGS) software package originally developed at the Stanford Linear Accelerator Center (SLAC) in the 1970s \(^{(20)}\). The calculation has been performed for ZF1 and ZF7 (as two extrema of the Pb concentration among the five models mentioned in table 1). The cubic lead glass sample was divided into ten identical layers of 1 mm thickness. Using the simulation codes, the total dose absorbed by each layer of the main cube has been calculated. Having a quite small sample of lead glass (each layer is 1×1×0.1 cm\(^3\)), the number of tracked particles was set at \(10^8\) in this part of the work, to reduce the relative error to a reasonable value (less than 0.1). Since Monte Carlo is a statistical-based technique, extensive statistical analysis for outputs is applied in each code. For example, ten statistical checks in MCNP are made with a pass yes/no criterion to assess the tally convergence, relative errors, figure of merit, etc. The relative error is inversely related to the number of histories and must be less than 0.1 to be evaluated as a reliable output.

RESULTS

The linear attenuation coefficients for ZF1, ZF2, ZF3, ZF6, and ZF7 glasses are plotted in figure 1(a) as a function of gamma-ray energy, for the energy interval 0.2-3 MeV with 200 keV increments. According to data presented in table 1 and figure 1(a), the average increasing rate of linear attenuation coefficient (in percent) has been obtained related to a 1% increase of the PbO concentration (in terms of the mass fraction) in the lead glass sample and is shown in figure 1(b).

The mass attenuation coefficients as a function of gamma-ray energy are plotted in figure 2(a), for the same energies as figure 1. Since the mass attenuation coefficient is
independent of the material density, one can observe just a slight difference in mass attenuation coefficients between various types of lead glass, due to different elemental concentrations.

A comparison between the mass attenuation coefficients calculated by the Monte Carlo method (MCNP-4C) and the ones obtained from XCOM shows a very good agreement between the two different methods (figure 2(b)).

The half-value layer thicknesses (HVL) have been calculated for ZF1, ZF2, ZF3, ZF6, and ZF7, using the equation (3) and the results are illustrated in figure 3.

To investigate the depth dose distribution inside the volume of each sample, the percentage of the total dose absorbed by each layer inside the main cube, for ZF1 and ZF7 and photons of 300 keV energy has been calculated. The results of simulation by MCNP-4C and EGSnrc are shown in figure 4. It can be found from this figure that in the first 3.5 mm thickness of the main cube, more than 45% and 55% of the total dose will be absorbed in ZF1 and ZF7 cubic samples of 1×1×1 cm³, respectively. This figure also shows the accordance of the results obtained by two different simulation codes, both working based on the Monte Carlo technique. The observed discrepancy between the results of MCNP-4C and EGSnrc for photons of 300 keV energy was no more than 3% for both ZF1 and ZF7.
DISCUSSION

As can be seen in figures 1(a) and, the linear and mass attenuation coefficients show an exponential decrease by increasing the energy of gamma rays, which is in agreement with refs. [3, 10, 12]. Furthermore, increasing the concentration of Pb as a heavy element leads to a higher attenuation coefficient in these glasses. Figure 1(b) reveals this increasing rate.

It can be found from figure 1(b) that for the photons of 200 keV energy, increasing the lead concentration by 1% causes an averagely increase in the linear attenuation by around 3%. While the gamma-ray energy increases, this increasing rate drops drastically. In the energy range of 0.8-3 MeV, the increasing rate of linear attenuation is less than 2%, for an increased Pb concentration by 1%. Indeed, the maximum (3%) and minimum (1.6%) increasing rates in this energy interval happen for 200 keV and 1.4 MeV, respectively.

For the energy values of 0.2, 0.4, 0.6, and 0.8 MeV, the mass attenuation coefficient of ZF7 (with the highest Pb concentration) compared to ZF1 (with the lowest Pb concentration) has increased by 29.6%, 15.4%, 7.6%, and 3.8%, respectively. However, in the energy range of 1-3 MeV, the relative difference between the mass attenuation coefficients of ZF1 and ZF7 is less than 2.5% (figure 2(a)).

Figure 2(b) is presented for a comparison between MCNP and XCOM as a deterministic method. The results of the two methods for all types of lead glass and in the interested energy interval comply with each other very well (less than 4% discrepancy). For brevity, this comparison is just shown for ZF7 in figure 2(b). The attenuation coefficients are higher in the low energy range in which the photoelectric effect is dominant. Then they show a rapid decrease by increasing the energy to the range corresponding to the Compton scattering region (figures 1(a) and 2).

CONCLUSION

Using the results of this study and based on both transparency and attenuation properties needed for a specific application of the lead glass, one can select the optimum concentration of the lead for a desired model. This study also shows that the Monte Carlo technique is as reliable as the deterministic methods for calculating the shielding parameters of lead glass at the interested energy interval. The provided results and data in this work can be used as references or comparable values for radiation protection purposes, in terms of both dosimetry and shielding applications.
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