Equivalent uniform dose and normal tissue complication probability of acute esophagitis in head-and-neck radiotherapy: Sensitivity to dose calculation accuracy
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Background: To quantify the influence of photon dose-calculation algorithm selection on the cervical esophagus (CE) dose indices and the derived equivalent uniform dose (EUD) and normal-tissue complication probability (NTCP) for acute esophagitis in patients with head-and-neck cancer (HNC). Materials and Methods: The Fast Photon Effective Path (FPEP) and Cone Convolution Superposition (CCCS) algorithms on the Prowess Panther treatment planning system were compared for 30 patients (six tumor sites). The Lyman-Kutcher-Burmann (LKB) model was used to calculate the EUDs and NTCPs. Results: On average, the more simplistic FPEP algorithm overestimated the mean dose to CE planning organ-at-risk volumes (PRVs) by 2.0% (p = 0.003). The average absolute difference in mean dose was 2.7% and the maximum difference was 9.3%. The V50Gy, V100Gy, V150Gy, V200Gy, V250Gy, and V300Gy values were significantly higher with FPEP, while the point-dose and Dmax hot spots were similar. In turn, the dose differences led to an underestimation of the LKB-model prediction of the EUD by 1.4% (p = 0.297). The mean absolute difference in EUD was 4.5% and the maximum difference was 15.3%. In the 14-50 Gy mean dose range, the resulting NTCPs with FPEP were lower on average by 2.6% than CCCS (p = 0.041). Conclusions: In the group of HNC patients considered in this study, the EUD and NTCP for acute esophagitis showed to be moderately sensitive to the choice of dose-calculation algorithm. Despite an overestimated mean dose by the simpler algorithm, the NTCP underestimation, which can be large in some patients, is of clinical concern.

INTRODUCTION

Radiation therapy (RT) treatment planning systems (TPSs) normally offer more than one dose calculation algorithm. To achieve reliable results in RT treatment planning, the dose distribution should be obtained by using the most accurate algorithms available in TPSs (1,2).

There are several radiobiological models that attempt to predict a tumor control probability, as well as normal tissue complication probabilities (NTCPs) for a variety of relevant clinical endpoints. These models, in addition to optimizing and evaluating treatment plans and quantifying the probabilities of local control and normal tissue side effects, may be used in evaluation of the effects of dose uncertainty and patient position on treatment outcome (3). For example, head-and-neck squamous cell carcinomas (SCCs) are known to be radiobiologically sensitive to changes in factors such as dose, time and fractionation (4,5).

Normal tissue effects play an important role in decision making in the optimization of treatment plans. This becomes more critical by the fact that in many clinical situations, organ-at-risk (OAR) doses have to approach their tolerance limits.

Employing different dose calculation algorithms lead to different dose-volume histograms (DVHs) (6-10). Thus, as the DVH is one of the key inputs to an NTCP model, different NTCPs will be produced by the models when different dose calculation algorithms are used (1,2). The accuracy of these dose calculation
algorithms can, therefore, be critical [11]. Many studies have evaluated the accuracy of different dose calculation algorithms for a wide range of different parameters and circumstances and have found various magnitudes of differences in the calculated dose depending on the algorithms and the extent and types of tissue heterogeneities and contour irregularities (12–22).

Radiobiological dose-response relationships are usually nonlinear (23). In cases where there is a steep gradient in the relationship between NTCP and dose, the response of the organ is sensitive to dose variations and small changes in dose can be amplified into larger differences in NTCP (10, 24). In contrast, a low gradient would mean that the NTCP is relatively insensitive to changes in dose and, consequently, to the choice of dose calculation algorithm.

The impact of employing different dose calculation algorithms on NTCP of some OARs have been studied, the findings of which are quite varied (1, 2, 11, 12, 15, 24–30). These variations can be due to differences in the nature of the effects of complex anatomy on the dose to OARs calculated by different classes of algorithms, as well as individual patient OAR DVHs, the magnitude of the corresponding equivalent uniform dose (EUD) and where it may fall on the EUD-NTCP curve, and the shape and steepness of that relationship. The situation for each type of OAR that is of interest requires its own investigation, as there seems to be no general rule.

Swallowing dysfunction is an important side effect of RT for head-and-neck cancer (HNC) and esophagitis is one of its main causes. This normal-tissue effect has a profound effect on patients’ quality of life and can even have a negative impact on their life expectancy (31).

The head-and-neck region, due to the wide heterogeneity of different soft tissues, air cavities, bones, etc. and the relative complexities of its internal and external contours, poses a challenge for accurate dose calculation (32). Moreover, RT is a highly-established and key treatment modality for HNC and a very large number of patients worldwide undergo RT with curative intent (5). Further, patient-related issues, such as acute side effects, can be among the most common causes of interruptions during a course of RT for head-and-neck SCC (33). Despite these facts, only a few studies have been published regarding the influence of dose calculation algorithms on the NTCP of OARs in head-and-neck RT (29, 34). In particular, to the best of our knowledge, no published paper has assessed this effect for the cervical (upper) esophagus as an OAR for acute esophagitis.

Since the accuracy of a dose calculation algorithm affects the results of NTCP models, and the magnitude of the effects depend on the specific site and organs of interest, the influence of calculation algorithms merit further investigation, especially in a site-specific manner. To that end, the purpose of this study was to compare two photon dose calculation algorithms and their respective effects on physical dose indices and the consequent radiobiological quantities of EUD and NTCP of the cervical esophagus (CE) for acute esophagitis in patients with HNC. To the best of our knowledge, such an investigation has not been published to date. The choice of this OAR reflects our research group’s interest in its dose-response relationship and its role in swallowing dysfunction, given the detrimental effects of this normal-tissue effect on patients. We compared an example each of a simple and an advanced dose calculation algorithm used in a commercial TPS. To gain some insight into the processes involved, given the complex geometry of the head and neck, we limited the investigation to the effects of tissue inhomogeneities and contour irregularities and, therefore, considered 3D conformal treatment plans in this study. However, the findings can also be useful to some extent in treatment planning of various types of IMRT in which faster calculations are used during optimizations based on radiobiological quantities such as EUD and NTCP.

MATERIALS AND METHODS

Treatment planning

We chose a relatively simple, effective-pathlength-type calculation algorithm, used in the TPS for interim, fast calculations during intensity-modulated radiation therapy (IMRT) optimization. The other selected algorithm was an established, full-scatter, convolution-superposition-type one used widely for clinical 3D conformal plans as well as in accurate, final calculations in IMRT optimization.

The treatment plans of 30 patients with HNC were used in this study (table 1). All of the patients had been previously planned and treated at Namazi Teaching Hospital, Shiraz University of Medical Sciences with 3D conformal RT. The prescribed doses were 36 to 70 Gy, 2 Gy per fraction, 5 fractions per week. This study was approved by the Research Ethics Committee of Shiraz University of Medical Sciences (certificate number: IR.SUMS.REC.1398.130; approval date: 20/02/2019).

The patients had been scanned in the head-and-neck region and computed tomography images with slice thickness of 2.5 mm were available. The TPS used was Prowess Panther (Concord, CA, USA) (version 5.4). The 6 MV beam data for the same Elekta linear accelerator (Crawley, UK) was used in all plans. For the purposes of this study, the CE was contoured separately, from 1 cm below the inferior edge of the cricoid cartilage to the sternal notch (35). Each contour was individually approved by a specialist radiologist. It was then grown by a 3 mm,
3D margin to produce the corresponding planning organ-at-risk volume (PRV). The number of patient treatment phases varied from 1 to 3 phases, and 2 to 4 treatment beams from cardinal gantry directions (or within 15° of them) were used in each phase (table 1).

### Table 1. Summary of the patients’ demographic information.

<table>
<thead>
<tr>
<th>Tumor Site</th>
<th>No. of patients (%)</th>
<th>Sex</th>
<th>Mean age</th>
<th>T stage</th>
<th>No. of phases</th>
<th>No. of beams per phase</th>
<th>Beam angles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Larynx</td>
<td>8 (27)</td>
<td>F: 1</td>
<td>55.3</td>
<td>T1-T2: 4</td>
<td>1-3</td>
<td>2-3</td>
<td>0° - 75° - 85° - 90° - 180° - 270° - 285°</td>
</tr>
<tr>
<td>Supraglottis</td>
<td>6 (20)</td>
<td>M: 6</td>
<td>62.7</td>
<td>T1-T2: 3</td>
<td>1-3</td>
<td>2-3</td>
<td>0° - 75° - 85° - 90° - 180° - 270° - 285°</td>
</tr>
<tr>
<td>Glottis</td>
<td>4 (13)</td>
<td>M: 3</td>
<td>67.3</td>
<td>T1-T2: 1</td>
<td>1</td>
<td>2</td>
<td>0° - 75° - 85° - 90° - 180° - 270° - 285°</td>
</tr>
<tr>
<td>Nasopharynx</td>
<td>7 (23)</td>
<td>M: 3</td>
<td>55.7</td>
<td>T1-T2: 3</td>
<td>1-3</td>
<td>3-4</td>
<td>15° - 17°</td>
</tr>
<tr>
<td>Oropharynx</td>
<td>3 (10)</td>
<td>M: 3</td>
<td>55.7</td>
<td>T1-T2: 2</td>
<td>2-3</td>
<td>2-3</td>
<td>0° - 7°</td>
</tr>
<tr>
<td>Hypopharynx</td>
<td>2 (7)</td>
<td>M: 2</td>
<td>59.5</td>
<td>T1-T2: 2</td>
<td>1-3</td>
<td>2-3</td>
<td>0° - 4°</td>
</tr>
</tbody>
</table>

The Prowess Panther TPS offers two classes of photon dose calculation algorithms, namely, conventional and convolution models. The conventional model uses measured data to perform calculations. The simplest model is called Fast Photon, which assumes unit density throughout the medium. The second conventional algorithm is called Fast Photon Effective Path Length (FPEP). The FPEP model, is a relatively simple algorithm based on data measured in a water phantom, but it takes into account the effect of primary photons passing through heterogeneous tissues by calculating an effective pathlength through the media. In contrast, the convolution method first fits a model to the data and then uses the model to perform calculations. The Collapsed Cone Convolution Superposition (CCCS) algorithm is a full 3D dose calculation model that performs full heterogeneity calculations for primary and scattered radiation. The convolution-superposition type of algorithm is widely used in many TPSs and is considered as one of the most accurate analytical models of dose calculation in RT. We compared the FPEP and CCCS algorithms in this study.

### Radiobiological modeling

The Lyman-Kutcher-Burmann (LKB) model in the BioSuite software was used to calculate the EUDs and NTCPs. The LKB model is well-established in NTCP calculation. BioSuite is a reliable software that has found increasing use in NTCP modeling studies. The DVHs of the CE PRVs were entered into BioSuite and the EUD and NTCP of acute esophagitis was calculated for each patient. The selected parameters of the LKB model were obtained from the study of Belderbos et al. as follows: m (slope) = 0.36, TD50 (tolerance dose for 50% complication rate of the normal organ) = 47 Gy, n (volume effect parameter) = 0.069. An alpha/beta value of 10 Gy was also used.

Finally, to test the sensitivity of various published LKB model parameters for the NTCP of esophagitis on differences in dose calculation of the CE PRV DVHs, we selected one typical patient from each tumor site and calculated their NTCPs using three other sets of LKB model parameters. The models parameters were given by Chapet et al. (TD50 = 51 Gy, m = 0.32, n > 4.88), Zhue et al. (TD50 = 46 Gy, m = 0.15, n > 4.88) and Nijkam et al. (TD50 = 50.4 Gy, m = 0.25, n = 0.13).

We employed the Wilcoxon test for statistical analysis using the IBM SPSS software (version 16). A p-value < 0.05 was considered statistically significant.

### RESULTS

#### Calculated dose

Figure 1 shows typical cumulative DVHs of the CE PRV in four examples of the studied tumor types for both dose calculation algorithms. The results of the effects of the two algorithms on the DVH of the CE PRV, stated in detail as V0.5 to V79% averaged over all patients, are shown in table 2.

Averaged over all patients, the CE PRV mean doses calculated with the FPEP and CCCS algorithms were 18.6 Gy and 18.2 Gy, respectively (p = 0.003). The differences (FPEP - CCCS) between the CE PRV mean doses calculated by the two algorithms in individual patients ranged from -0.8 Gy to 1.7 Gy. The average absolute difference between the CE PRV mean doses from the two calculation algorithms was 0.5 Gy.

As for the hot spots, the mean doses of the hottest two cubic centimeters (D2cc) of the CE PRV calculated with the two algorithms were 29.8 Gy and 30.1 Gy, respectively. The average of the maximum point doses of this structure in the two algorithms were both 38.2 Gy. The differences in D2cc and maximum dose point were, however, not statistically significant (p = 0.688 and 0.750, respectively).
Calculated EUD and NTCP

Averaged over all patients, the EUDs resulting from the DVHs calculated by the FPEP and CCCS algorithms were 28.4 Gy and 28.7 Gy, respectively. Figure 2 shows the NTCP values for the EUDs derived from individual DVHs calculated by both algorithms for each patient. The horizontal axis values are the EUDs from the CCCS algorithm.

Figure 3 shows the corresponding differences between the EUDs obtained from the two algorithms (FPEP - CCCS). The differences in individual patients ranged from -4.4 Gy to +2.0 Gy. On average, the FPEP algorithm underestimated EUDs by 0.4 Gy, although not statistically significant (p = 0.297). The mean absolute difference over all patients was 1.3 Gy.

The CE PRV NTCPs of all 30 patients predicted by the LKB model from the DVHs calculated using the CCCS and FPEP algorithms are plotted in figure 4 against the CCCS-calculated mean dose to the CE PRV. The corresponding differences between the NTCPs obtained from the two algorithms are shown in Figure 5. The differences in individual patients ranged from -8.7% to +3.3%. Averaged over all 30 patients, the NTCPs derived from the FPEP algorithm were 1.2% lower than the CCCS, but without statistical significance (P = 0.225).

The mean absolute difference between the NTCPs from the two calculation algorithms was 2.1%. The minimum and maximum absolute differences were 0.0% and 8.7%, respectively.

Categorizing the patients’ treatments into two dose ranges of 1-14 Gy and 14-50 Gy in terms of the mean dose to CE PRV (as calculated by the CCCS algorithm), the NTCPs from the FPEP algorithm were 0.6% (p = 0.860) and 2.6% (p = 0.041) lower than CCCS in those low and high dose groups, respectively.

The results of inspecting the effect of the dose calculation algorithms on the predicted CE PRV...
NTCPs separately based on tumor site are shown in table 3. The largest difference was 5.5% (oropharynx), although the only statistically significant difference was regarding a 3.1% higher NTCP with CCCS in the nasopharyngeal cases.

Finally, averaged over the six selected patients (one from each tumor site), the differences (FPEP – CCCS) in mean NTCPs obtained for the four published sets of LKB parameters for acute esophagitis were -1.2%, -0.8%, 0.4% and 0.0% for those of Belderbos et al. (41), Nijkam et al. (40), Zhue et al. (31) and Chapet et al. (40), respectively. This means that the NTCP difference predicted by the model parameters used in our study was one of the highest among these models.

DISCUSSION

In general, the accuracy of dose calculation makes this aspect of the patient workflow one of the strongest links in the so-called RT chain. Accurate determination of dose helps the RT community to establish a more reliable dose-response relationship, about which less is known. In this study, we compared various physical dose and volume statistics produced by the FPEP and CCCS algorithms implemented on the Prowess Panther TPS as typical examples of fairly simple and advanced models, respectively. We did so for the CE PRV as an OAR for acute esophagitis in head-and-neck RT. We then quantified the effects of the differences in the calculated dose on the NTCPs predicted by the LKB model.

One of the main differences between dose calculation algorithms is how they take account of tissue heterogeneities. This issue relates to the heterogeneity of the tissue itself, as well as those of the surrounding media that the primary beam and the scattered photons cross before reaching the tissue. The pattern of secondary electron absorption and scatter is also affected by tissue heterogeneities. Correct modeling of the effects of heterogeneities is of particular importance in the head-and-neck region due to its complex anatomy. We, therefore, included 30 patients that represented several target locations and extents, thereby offering a variety of primary beam trajectories and amounts of secondary radiation reaching the CE PRV.

On average, the more simplistic FPEP algorithm overestimated the mean dose to the CE PRV by a statistically significant 2.0%. The average absolute
difference in mean dose was 2.7% and the maximum difference was 9.3%. The higher values of \( V_{50Gy} \), \( V_{10Gy} \), \( V_{15Gy} \), \( V_{20Gy} \), \( V_{25Gy} \) and \( V_{30Gy} \) for FPEP were also statistically significant, while the point-dose and \( D_{2cc} \) hot spots were similar for both algorithms.

Despite the overestimation of mean dose by the simpler algorithm, the DVH differences led to an underestimation of the LKB-model prediction of the EUD for acute esophagitis by 1.4% (without statistical significance). The mean absolute difference in EUD was 4.5% and the maximum difference was 15.3%. In the 14-50 Gy mean dose range (i.e., the more clinically important higher dose hotspots), the resulting NTCPs with the FPEP algorithm were also underestimated on average by 2.6% compared to the CCCS \((p = 0.041)\).

To the best of our knowledge there is no other published paper addressing this issue regarding CE that we can directly compare our results with. We will, therefore, compare and contrast our findings with other somewhat similar studies. As for other OARs in the head and neck and their corresponding endpoints, as an example, in a study done on xerostomia due to the dose to the parotid glands, the mean NTCP calculated by the more advanced Analytical Anisotropic Algorithm (AAA) was lower than the simpler Pencil Beam Convolution (PBC) one \((29)\). Moreover, the NTCP of the lungs as OARs has been shown to be lower than with PBC when modeled based on doses calculated by the CCCS or AAA algorithms \((2, 49)\). These findings differ from our study, where we found the more accurate CCCS algorithm on average led to higher NTCPs. However, there are other published studies in which, at least for some types of cancers (e.g., head and neck and lung), the same pattern has been shown \((29, 50-52)\).

It is well-established that, due to the sigmoidal shape of the EUD-NTCP relationship, the steepness of the high-gradient part of the curve plays a key role in determining the sensitivity of the NTCP to changes in EUD. The steepness of the slope depends on a variety of factors such as the OAR, the endpoint and the level of heterogeneity in the response of individual patients. Of course, a steeper slope means that a small dose change can lead to a large change in NTCP. In this study, we chose the Belderbos et al. \((41)\) set of parameters of the LKB model in preference over the other published values mainly because it had the largest \( m \) parameter, which determines the slope of the NTCP curve. Consequently, our findings can be compared as a somewhat high estimation of the effect of dose differences on NTCP for the patients and treatment plans included in this study. However, for a fixed NTCP curve, whether the EUD for the OAR of interest in a specific patient plan falls within a shallow or steep part of the curve is expected to have a greater effect \((9)\).

Substantial fluctuations were seen in the relationship between mean CE PRV dose and the calculated NTCP \((\text{figure 4})\). This is, of course, because the input independent variable for the LKB model is not mean dose but EUD. The corresponding curve versus EUD is a well-behaved sigmoid for the CCCS algorithm \((\text{figure 2})\). The same figure also shows some degree of fluctuation in the FPEP data, due to the fact that the EUD axis was derived from the doses calculated by another algorithm, namely CCCS, and not its own dose calculations, which gave a smooth curve \((32, 43)\).

This study was carried out mainly in the context of 3D conformal treatment planning and the findings apply directly to this type. Additionally, by avoiding the additional complications introduced by small and/or complex segment shapes in IMRT, the findings serve as useful information for isolating the effects of tissue inhomogeneities and contour irregularities in IMRT treatment planning, where the simpler FPEP calculation algorithm is used during optimizations in conjunction with radiobiological quantities such as EUD and NTCP. A further study on the sensitivity of radiobiological indices to the choice of dose calculation algorithm in various types of IMRT treatment planning will be of interest.

**CONCLUSIONS**

In the treatment plans of the studied HNC patients, the radiobiological indices of EUD and NTCP for acute esophagitis showed to be only moderately sensitive to the class of dose calculation algorithm employed. On average, the simpler algorithm overestimated the CE PRV mean dose, and somewhat surprisingly, underestimated the LKB-model prediction of the NTCP for acute esophagitis. The underestimation of the NTCP can be of clinical concern, especially as large differences were observed in some patients. Establishing a pattern in terms of which type of algorithm produces higher or lower mean dose or DVH points to a specific OAR in the head and neck is made very difficult by the complexities and multifactorial nature of the problem. Further studies of this type can, therefore, be informative by distinguishing the effects of various shortcomings in the abilities of different algorithms for calculation of dose to specific OARs.
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