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INTRODUCTION

During radiotherapy, high accuracy in dose
delivery is required because the relationships
between absorbed dose and local tumor
control and particularly normal tissue
damage are very steep. In many institutions,

in vivo dosimetry using diodes and TLDs is
performed to check the actual dose delivery(1-

6). The ideal diode for in vivo should show
small dependence (less than %1) on the field
size, source-skin distance (SSD),
interposition of modifying devices such as
wedges, trays, partial transmission blocks
and orientation of beam. Moreover, correction
factors have modified with accumulated dose.
The loss of sensitivity with the accumulated
dose should be kept as low as possible. All
these requirements must be fulfilled taking
into consideration that the field perturbation
caused by the diode should be minimal(7). The
aim of this work was to study the dosimetric
characteristics of p-type diode designed to
cover the 60Co beam for in vivo dosimetry and
the method of dose evaluation in patients
irradiated by 60Co beam. Understanding the
characteristics of the diode to be used in
clinical routine is important, because the
correction factors that have to be applied to
the reading of diode to give real dose differ a
lot from type to type(5). An important aspect of
a quality assurance program is a check on the
actual doses delivered to the patients.
Uncertainty in dose delivery should in
general, fall within ±5% of the prescribed
dose as recommended by the International
Commission on Radiation Units and
Measurements (ICRU) (8).

MATERIALS AND METHODS

Materials
In vivo detectors used in this study were
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Background: In vivo measurements of applied
dose during radiotherapy treatment, is important to
ensure accurate dose delivery to patients. Uncertainty
in dose delivery should fall within ±5% of the
prescribed dose as recommended by ICRU.
Assessment of dose for radiotherapy applications
performed with various types of detectors. In this
study, semiconductor diodes were used which have
some advantages for clinical dosimetry. Materials
and Methods: The brain tumors have generally
treated with two fields using SSD technique. Entrance
and exit dose were measured for each patient with
diodes during treatment. Entrance and exit dose
measurements have converted to midline dose.
Measured entrance and exit doses have compared
with calculated ones and large deviations (more than
5%) have observed. A farmer ionization chamber (0.6
cm) was used as the reference dose detector and a
Perspex water phantom (30 |¤ |30cm2 area and
thickness ranging from 5 cm to 30 cm) were used to
determine calibration and correction factors. Results:
Correction factors were determined and variations
more than 1% have used to obtain correct doses.
Large deviations between measured and calculated
for entrance (5.3%), exit (42%) and midline (47%) were
detected. The difference was not found to be
significant when comparing the measured entrance
dose with the calculated one (p=0.696) and the
measured exit dose with calculated one (p=0.643)
and measured midline dose with calculated one
(p=0.104). Conclusion: In vivo dosimetry is very
useful to check the dose delivered to the patient. A
high precision obtained when the calibration and
correction factors for each parameter of influence on
the diode response are carefully determined and
applied to convert the diode signal in the adsorbed
dose. In this study, the target-absorbed doses were
estimated from the measured entrance dose and the
measured transmission. Iran. J. Radiat. Res., 2006; 3
(4):  153-161
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T60010L P-type semiconductor diodes with a
build-up cup of titanium (Total build-up=1.0
g/cm2) adequate for 1-5 MV photon energies
and were connected to a MULTIDOS
electrometer (T10004). A farmer TM30010
Ionization chamber (0.6 cm) connected to a
UNIDOS electrometer (T10001) was used as
the reference dose detector. All devices are
from PTW Freiburg, Germany. A Perspex
water phantom (30×30 cm2 area and
thickness ranging from 5 cm to 30 cm) was
used to determine calibration and correction
factors. This phantom has a special slab to
accommodate the ionization chamber. 

Methods
The diodes were subjected to a set of tests

that we initially performed because these
diodes had been received newly. These initial
tests consist of the measurement of: 
a) Signal stability after irradiation: The

display of the signal taken immediately
after irradiation was compared with the
display of the signal 5 min after the end of
irradiation(5).

b) Intrinsic precision: the mean and the
standard deviation of ten measures were
calculated(5).

c) Antero-pposterior symmetry: the ratio of
the diode reading when irradiated with its
round side facing the collimator, and
when irradiated with its flat side facing
the collimator, is obtained. To fix the diode
with its round build-up cap on the
phantom the special slab in which the
diode could be inserted was used. The
diode measuring point was considered to
be on its round side(5).

d) Dose decrease under the diode: the dose
decrease at 5 cm depth under the diodes
was measured in Perspex water phantom
using a small volume ionization chamber
(TM31014)(5, 9, 10).

Calibration procedure 
When initial tests were performed, the

diodes were calibrated to measure the
entrance dose, Den, and the exit dose, Dex. On
the other hand, when silicon diodes are used,
many parameters have to be taken into con-
sideration(2). In order to calibration of the sil-

icon diodes, the procedure reported by
Rizzotti et al. was followed(1). The phantom
was placed on the treatment couch and the
gantry was rotated to 90 degrees. The cali-
bration was performed with the diodes posi-
tioned on the entrance and exit surfaces of a
Perspex water phantom (30×30 cm2 area and
5-30 cm thickness), with 15 cm thickness at
the center of a 10×10 cm2 field size. Then, the
ion chamber was inserted into the water
phantom of 25°C at depth dmax from the
entrance and exit surfaces to calibrate these
detectors in terms of entrance and exit doses.
60Co | |-rays were used at SSD of 80 cm with a
90°- gantry angle.

Such calibrations were performed in two
parts: the calibration in reference set-up con-
ditions to establish the detector calibration
factors for absorbed dose to water and the
establishment of correction factors to account
for the differences in various experimental
conditions. The symmetrical definitions of
Den and Dex, defined at points along the beam
axis at depth dmax below the entrance and exit
surfaces, were a convenient and simple proce-
dure for two opposed beams in the derivation
of the midline dose, Dmid(1, 11, 12). In actual
measurements, the placement of detector on
the entrance surface was made by a slight
shift from the beam axis to avoid the shadow
effect (6).

The calibration factor (F) was then deter-
mined as ratio of the adsorbed dose measured
with the ionization chamber, D, and the read-
ing of the diode, M; in reference conditions
(figure 1).

Figure 1. Determination of the entrance and exit calibration
factors for diodes. The diodes were calibrated in reference

condition: 80 cm SSD, 10×10 cm field size, temperature=25 C,
gantry angle=90 , 15 cm Perspex water phantom. 
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Correction factors
As earlier mentioned, the calibrations were

performed at the reference set-up conditions
(Thickness=15 cm, 80 cm source-surface
distance (SSD), field size = 10|¤|10 cm2 on the
surface, temperature = 25°C, gantry angle =
90° and no wedge). Correction factors were
required to account for the calibration
differences when measurements were
performed under various experimental
conditions (10, 11, 13, 14). For instance, correction
factors were established for the different
source-surface distance (SSD), field size,
thickness and the irradiation angles. The
entrance and exit correction factors © were
defined as:

(D/R)mes: The ratio of the entrance or exit
dose and the relevant entrance or exit diode
signal were measured in geometry of
interest.

(D/R)ref: The ratio of the entrance or exit
dose and the relevant entrance or exit diode
signal were measured in reference condition. 

Complete backscatter
The exit dose was not measured in

complete backscatter conditions. Backscatter
factor has to be taken into account to
compensate for the full backscatter loss for
exit doses measured with diodes. A
backscatter correction factor (B') was
determined as the ratio of the ionization
chamber reading in full backscatter
conditions (RFB) and ionization chamber
reading in exit dose measurement condition
(RMC) for different field size (11,15).

Dependence of diode response on temperature
The diodes may show sensitivity variation

for temperature(16). A thermostat equipped
Perspex tank, filled with water, was used
with 60Co unit. In order to simulate real
clinical conditions, diodes were taped on the
tank surface; the temperature of water in the
tank was measured with a digital

thermometer with a sensitive sensor. The
tank surface temperature was increased
slowly from 22°C to 32°C (average skin
temperature). The sensitivity of the diodes
was determined at different temperatures
and expressed relatively to that at 25°C.The
diodes were  placed on the surface of the tank
more than 10 min in order to allow the diodes
to reach full thermal equilibrium with thank
surface.

Entrance and exit dose
The entrance and exit doses(6, 11, 15) are

given by: Den= Men. Fen.|P|i Ci
ex and Dex= Men.

Fex. |P|i Ci
ex.

Where Ci
en and Ci

ex are the entrance
correction factors and the exit correction
factors for different conditions.

Shadow effect of entrance diode
To avoid the shadow effect, either the

entrance detector or the exit detectors should
be shifted slightly off the beam axis. Since
the exit dose is more sensitive to the position
displacement, it recommended that to keep
the exit detector on the axis and shift the
entrance detector off the axis. 

Determination of transmission
For our purpose, it was better to determine

the exit transmission, Tex , and the midline
transmission, Tmid(1,11). The exit transmission,
Tex , was calculated from the ratio of the dose
at exit and entrance depths, which are
separated by a thickness of (z-1) cm of water
equivalent tissues, z, represents the total
water equivalent thickness (figure 1):

The midline transmission, Tmid , was
calculated from the ratio of the dose at
midline depth (z/2) and entrance depth: 

At the beginning, a set of data on T  and T
were established in phantom measurements of
different phantom thicknesses. Transmission
curves for Tex and Tmid as a function of water

mes

ref

D/M
C =

D/M

FB

MC

RB =
R

ex
ex

en

DT =
D

mid
mid

en

DT =
D
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equivalent thickness were then determined.
For clinical applications of in vivo dosimetry,
the midline dose was determined from
measured entrance and exit doses of the
patient using these transmission curves: 
Dmid = DM,en × Tmid

In this study, the midline dose (Dmid)
delivered to the patient was estimated from
in vivo measurements as explained and
compared to the expected midline dose
(Dcal,mid) calculated manually. Although the
water equivalent thickness is measured in a
phantom, it represented an expansion or
compression of the real patient to a water
equivalent patient. Such an expansion or
compression is useful if tissue
inhomogeneities are symmetrical with
respect to the midline position. For tissues
irradiated in the head and neck fields, the
symmetrical disposition of the tissues
guarantees the method of midline target dose
determination.

RESULTS

Initial tests
The diode tests results are shown in table 1.

Calibration factor
The entrance calibration factors for

T60010L-142 and for T60010L-143 are 3.7
and 3.76, and the exit calibration factor for
T60010L-142 and for T60010L-143 are 5.4
and 5.28, respectively.

Correction factors
Field size correction factor

The effect of field size on diode response
was obtained for two diodes. One T60010L-
142 was used for entrance and the other
T60010L-143 used for exit field size
correction factor.

Entrance field size correction factor
Entrance field size correction factor of

diode is shown in figure 2. As seen, it has a
correction factor greater than 1% for field
sizes 5×5 cm2 and 6×6 cm2 , but it has
negligible correction factor less than 1% for
field sizes above 6×6 cm2 .

Exit field size correction factor
Exit field size correction factor of diode is

shown in fig. 3. As can be seen, it has a
correction factor greater than 1% for field
sizes 5×5 cm2 , 6×6 cm2 and 8×8 cm2 , but it
has negligible correction factor less than 1%
for field sizes above 8×8 cm2 .

SSD correction factor
SSD correction factors were obtained for

two diodes. One T60010L-142 was used for

en
f.s.(C )

ex
f .s.(CF ) :

Figure 2. Entrance field size correction factor as a function of
field size.condition: 80 cm SSD, 10×10 cm field

size,temperature=25 C, gantry angle=90 , 15 cm Perspex water
phantom. 

Figure 3. Exit field size correction factor as a function of field
size.phantom. 

T60010L-1142 T60010L-1143
Stability after

irradiation
(After 5 min.)

0% 0%

Intrinsic preci-
sion (SD)

(10 irradiation)
0.07% 0.09%

Front-bback
symmetry

(ratio)
1.28 1.29

Dose decrease
(under the

diode) at 5 cm
depth

4% 4%

Table 1. Results of the initial tests performed on the diodes.
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entrance and the other T60010L-143 used for
exit SSD correction factor.

Entrance SSD correction factor
Figure 4 shows the variation of CSSD

en for
entrance diode. CSSD

en increases about 3%
when increasing the SSD from 60 to 80 cm
and increases about 1.2 % when the SSD
increases from 80 to 95 cm.

Exit SSD correction factor
Figure 5 shows the variation of CSSD

ex for
exit diode. CSSD

ex decreases about 6.4% when
increasing the SSD from 60 to 95 cm.

Thickness correction factor (Cz )
Figure 6 shows the variation of (Cz) for exit
diode. Cz increases more than 1% when
increasing the thickness from 5 to 15 and Cz
increases more than 1% when increasing the
thickness from 15 to 20 cm, so thickness
correction factor decreases more than 1%.

Directional response
Figure 7 shows the dependence of diode for

different angle between the central beam axis
and the symmetry axis of the diode.
Directional response of diode from 0°to
70°and in opposite direction from - 70°to 0°  is
about 0.45% and 0.63%, respectively. 

Temperature dependence
The effect of temperature on each diode's

response is shown in figure 8. A linear
increase of the diode signal with temperature
is found. 

Shadow effect of entrance diode
Figure 9 shows a plot of the relative

response by the exit diode as a function of
entrance diode displacement. It is seen that
full recovery in the response occurs, as the
displacement is more than 1 cm. Therefore,
the shift of entrance diode by 2 cm off the
beam axis was adopted.

Complete backscatter
A backscatter correction factor (B |) was

determined as the ratio of the ionization

ex
SSD(C )

Figure 5. Exit SSD correction factor for as a function of
SSD.phantom. 

en
SSD(C )

Figure 4. SSD correction factor as a function of SSD.

Figure 6. Thickness correction factor for as a function of
thickness.

Figure 7. The sensitivity of diode as a function angle between
the central beam axis and the symmetry axis.

Figure 8. Sensitivity dependence on temperature for both
diodes.
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chamber reading in full backscatter
conditions (RFB) and ionization chamber
reading in exit dose measurement condition
(RMC) for different field size (figure 10).

Determination of transmission
Transmission curves for Tex and Tmid as a

function of water equivalent thickness were
determined (figure 11). The curves shown in
figure 11 have been derived at 80 cm SSD. 

Treatment accuracy
Combined entrance and exit dose

measurements have been performed on 38
patients treated for brain tumors. All these
patients were treated with SSD set-up by
60Co. The in vivo measurements discussed in
this study are entrance and exit dose
measurements performed on the lateral
treatment fields. The results of the entrance
dose measurements, exit dose measurements,
midline dose determinations and transmission
measurements are plotted in histograms as
deviation from calculated dose (%). The
negative deviation, defined as ((Dmes-Dcal)/
Dcal×100), indicates that measured doses are
lower than calculated doses.

Entrance dose measurement
The results of the ((DM,en-Dcal,en)/Dcal,en)×

100) show a Gaussian distribution with mean
value of -0.2% and the standard deviation of
3.04% (figure 12). A large error has been
defined as discrepancy between measured
and calculated dose larger than 5%. Such
errors have been detected in 5.3% (2/38) of
measured treatment set-ups. The difference
were not found to be significant (P=0.696)
when comparing measured entrance dose
with calculated entrance dose.

Exit dose measurement
The results of the ((DM,ex-Dcal,ex)/ Dcal,ex) ×

100) show a Gaussian distribution with mean

Figure 12.The relative deviation of measured entrance doses
from calculated entrance doses as percentage for the

treatments of brain tumor.

Figure 9. The results of phantom measurements in reference
conditions for the relative response of exit diode as a function

of entrance diode displacement from the beam axis.

Figure 10. Backscatter correction factor. The backscatter correction
factor is plotted as a function of the field size. thickness.

Figure 11. Transmission curves for T and T as a function of water
equivalent thickness. T curves are up and T curves are down.
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value of -1.6% and the standard deviation of
6.99% (figure 13). Large errors have been
detected in 42% (16/38) of measured
treatment set-ups. The difference were not
found to be significant (P=0.643) when
comparing measured exit dose with
calculated exit dose. 

Transmission measurements
The results of the ((TM-Tcal)/Tcal) as

percentage are plotted in figure 14. A broad
distribution is found with a mean value of -
1.3% and standard deviation of 7.52%. Large
deviations of the TM from Tcal have been
detected in 39.4% (15/38) of treatment set-
ups measured.

Midline dose measurement
In figure 15, the frequency distribution of

the percentage ratios of ((measured midline
dose - calculated midline dose)/ calculated
midline dose)) show a Gaussian distribution.
The mean value is -5.5% and the standard
deviation of 4.32%. Large errors have been
detected in 47% (18/38) of the treatment set-
ups measured. The difference were not found
to be significant (P=0.104). 

DISCUSSION

Initial tests showed that both diodes had
excellent signal stability, 5 minutes after
irradiation, and an acceptable intrinsic
precision. In order to obtain correct doses,
calibration factors were used to calculate
entrance and exit dose in reference and non-
reference conditions. Correction factors with
variation about 1% were used. The effect of
direction responses was ignored due to the
fact that all of the measurements had been
done at perpendicular position in zero degree.
The effect of temperature on diodes was
ignored because of small variation of
temperature in treatment room. For
removing the shadow effect, entrance diode
was placed 2 cm off the center axis.

As mentioned before, the exit was
measured in lack of backscatter conditions,
so for converting the measured exit dose to
complete conditions, complete backscatter
was used. As it was observed, with increasing

Figure 13.Transmission curves for T  and T  as a function of water
equivalent thickness. T  curves are up and T  curves are down.

Figure 14. The relative deviation of transmission measurements
from calculated transmission measurements as percentage.

Iran. J. Radiat. Res.; Vol. 3, No. 4, March 2006 159

Figure 15. Absorbed midline dose (Dmid) as percentage value of
the calculated midline dose (Dcal,mid)treatments of brain tumor.
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the field size the need for this factor increases
(figure 10).

After calculating entrance and exit doses
and transmission measurement, large errors
were checked. Statistical examinations
showed that differences were not significant,
when measured doses were compared with
calculated doses.

Comparison between figures 14 and 12
showed a broader distribution for (TM- Tcal )/
Tcal) percentage values than (DM,en- Dcal,en )/
Dcal,en) percentage values (SD=7.52% against
SD=3.04%).

This was expected, because the
transmission measurement TM depends on
patient-related uncertainties such as contour
errors (error on thickness), and tissue
inhomogeneities (type of tissues) which have
no or only a small influence on the entrance
dose (DM,en).

Large errors detected in midline dose
measurement, when comparing measured
midline dose with calculated midline dose.
Although there are a number of reasons
responsible for such deviations, an apparent
contribution is the inhomogeneities. 

Figure 16 shows the relative deviation of
measured water equivalent thicknesses from
recorded geometric thicknesses. The positive
deviation, defined as ((water equivalent
thickness - recorded geometric thickness)/
recorded geometric thicknesses)), for most
fields indicates that measured water
equivalent thicknesses are larger than
recorded geometric thicknesses. In most cases,
a strong correlation between deviations in

dose and body thickness is evident.

CONCLUSION

In vivo measurements have been proved to
be a very useful as check for the dose deliv-
ered to a given patient. A high precision can
be obtained when the calibration and correc-
tion factors for each parameter of influence
on the diode response are carefully deter-
mined and applied to convert the diode signal
in adsorbed dose. The exit dose measure-
ments with diode detectors can be performed
and are reliable when due correction factors
are determined and applied for exit dose
measurement conditions, e.g. correction for
lack of backscatter. Much care has to be
taken for the correct positioning of the diodes
to avoid shadowing effect. The main advan-
tage of using diode detectors for in vivo
dosimetry is that results are available in real
time. Diode in vivo dosimetry is also less time
consuming as compared to TLD in vivo
dosimetry; however, the target absorbed dose
or the dose delivered to critical organs is
more important than the entrance or exit
dose.

In this study, the target-absorbed doses
were estimated from the measured entrance
dose and the measured transmission.
Initially the study of this method (determina-
tion of calibration factors, correction factors,
determinations of the curves of Tex and Tmid)
is difficult and time consuming, but entrance
and exit doses can easily be measured with
placing diodes on the entrance and exit sur-
face of the skin. Comparing measured
entrance, exit and midline doses with due
calculated doses, errors can be detected if the
difference between measured and calculated
is more than 5%.

Some of the sources of errors are
Inaccuracies in algorithm, errors in set-up,
patient motion, errors on contours determi-
nation, tissue inhomogeneities, and error in
placing diodes. In this study, errors in the
entrance doses are less than the doses in mid-
line points and in the exit, doses are more
than the midline doses. In most cases, a cor-
relation between deviations in dose and bodyFigure 16. Relative deviation of measured water equivalent

thickness from recorded geometric thicknesses.
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thickness is evident. If the target doses were
calculated using patient geometric thickness,
the mean value and the standard deviation
were -5.5% and 4.32%, respectively. If the tar-
get doses were calculated using patient water
equivalent thickness, the mean value will
increase and the standard deviation will
decrease (6). Finally, in vivo dosimetry is a
useful method for quality control in radio-
therapy and increasing treatment accuracy
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