Dose distribution evaluation of various dose calculation algorithms in inhomogeneous media
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ABSTRACT

Background: Dose calculation algorithms play a very important role in predicting the explicit dose distribution. We evaluated the percent depth dose (PDD), lateral depth dose profile, and surface dose volume histogram in inhomogeneous media using calculation algorithms and inhomogeneity correction methods. Materials and Methods: The homogeneous and inhomogeneous virtual slab phantoms used in this study were manufactured in the radiation treatment planning system to represent the air, lung, and bone density with planned radiation treatment of 6 MV photons, a field size of 10 × 10 cm², and a source-to-surface distance of 100 cm. Results: The PDD of air density slab for the Acuros XB (AXB) algorithm was differed by an average of 20% in comparison with other algorithms. Rebuild up occurred in the region below the air density slab (10–10.6 cm) for the AXB algorithm. The lateral dose profiles for the air density slab showed relatively large differences (over 30%) in the field. There were large differences (20.0%–26.1%) at the second homogeneous–inhomogeneous junction (depth of 10 cm) in the field for all calculation methods. The surface dose volume histogram for the pencil beam algorithm showed a response that was approximately 4% lower than that for the AXB algorithm. Conclusion: The dose calculation uncertainties were shown to change at the interface between different densities and in varied densities using the dose calculation methods. In particular, the AXB algorithm showed large differences in and out of the field in inhomogeneous media.
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INTRODUCTION

In radiation therapy, the accuracy of dose calculations is important and of great interest to many researchers because of the presence of heterogeneous media in the human body, such as the variety of tissues and cavities. Dose calculation algorithms are used to process and correct primary and secondary energy transfers. Radiation treatment planning (RTP) systems can be used to calculate the dose distribution and volume because tumors and normal tissue are irradiated by high-energy photons. The software and dose calculation algorithms in the RTP
system have rapidly improved over the last few decades because of the development of computer processing. The most recently developed dose calculation algorithm in the RTP system was developed to be able to accurately and rapidly calculate the irradiated dose and scattered irradiated volume. In particular, it can adapt to inhomogeneous areas to take into account variations in primary and secondary radiation. Dose calculation algorithms play a very important role because dose distribution in treatment planning should not only predict but also correspond with the dose distribution in the irradiated volume (1). The dose distributions and calculations in the RTP system should demonstrate high accuracy and speed because the irradiated dose distribution in patients approximately corresponds to the dose calculated by the algorithms. The accuracy and speed of the RTP system are dependent on the dose calculation algorithms.

The limitations of dose calculation algorithms include difficulties in predicting electron transport in tissues with different densities. The dose calculations for inhomogeneous media also showed differences between the treatment planning dose and the irradiation dose because of the electron disequilibrium in different densities (2, 3). The reason for the dose calculation inaccuracies in inhomogeneous media was not considered the primary and scatter corrections, lateral scatter equilibrium, and rebuild up (4–6). Thus, the weak points of the conventional RTP system accurately predict the dose distribution for inhomogeneous tissue in the treatment volume (7,8). The exact absorbed primary photon dose may be calculated, but it does not accurately consider scatter; in particular, the dose calculation accuracy is often reduced in the presence of inhomogeneous media. The dose calculation and distribution in inhomogeneous media are not accurate, because the photons interacting with the inhomogeneous media could not correctly account for the lack or excess of electron transport. The presently used dose correction and calculation methods in inhomogeneous regions have been improved by the developed dose calculation algorithms (9–12).

The pencil beam algorithm, which is a previously used RTP algorithm, can be used to integrate the dose distribution. The dose distribution is composed the energy spread or dose kernel at a point by summing along a line in a phantom to obtain a pencil type beam over the patient surface (13). Conventional algorithms, such as the pencil beam convolution algorithm, have limitations, in that they represent the dose distribution with a lack of scatter correction in inhomogeneous media (14,15). The pencil beam convolution algorithm uses the Batho power law (BPL), modified Batho power law (MBPL), and equivalent tissue–air ratio (ETAR) to correct the inhomogeneous region in the irradiation volume. The collapsed cone convolution (CCC) algorithm supposes that the dose kernel composed the cone direction to transport, attenuation, and deposits on the axis (16,17). With this algorithm, a deposited dose is calculated by the accumulated energy on the line passing through the center of the cone. The CCC algorithm is a three-dimensional (3D) model that is able to estimate the primary radiation and scatter in inhomogeneous media. The analytical anisotropic algorithm (AAA) was developed to calculate the dose for inhomogeneous media more accurately than the pencil beam algorithm (18,19). The AAA can be evaluated more accurately for dose calculation in inhomogeneous regions (20). However, AAA calculations do not account for tissue properties and chemical combinations, and the algorithm does not accurately represent surface doses. A new algorithm was thus necessary to resolve the problems of the pencil beam algorithm and the AAA. The latest dose calculation algorithm is called the Acuros XB (AXB) algorithm, and it has been implemented in Eclipse treatment planning (Varian, Palo Alto, USA). Although the AXB algorithm has a slower calculation speed than the abovementioned conventional algorithms, it increased not only the surface dose accuracy but also dose correction in inhomogeneous media, such as the lung, bone, and air (21–23).

Several studies have compared the dose calculation accuracy of superposition convolution algorithms, such as the AAA and CCC methods, against the pencil beam algorithm in homogeneous water and inhomogeneous media.
In this study, a deterministic dose algorithm, the AXB advanced dose calculation algorithm, is included to validate the accuracy of different dose calculation algorithms. Thus, the purpose of this study is to compare the percent depth dose (PDD) for homogeneous soft tissue density and inhomogeneous air, lung, and bone densities using the pencil beam algorithm (which uses the BPL, MBPL, and ETAR), the AAA, and the AXB algorithm. We also compared the lateral dose profiles at several depths to evaluate the primary and lateral scatter equilibriums. We used the surface dose (0–1 cm in depth) to evaluate the dose volume histogram using various algorithms and compare relative calculation differences on the surface.

**MATERIALS AND METHODS**

**Virtual phantom manufacture by radiation treatment planning system**

The homogeneous and inhomogeneous virtual slab phantoms used in this study were manufactured using in treatment planning (Eclipse, Ver. 11.0, Varian, Palo Alto). The phantoms were $20 \times 20$ cm,$^2$, and a soft tissue Hounsfield unit (HU) was used at 0 like a relative electron density 1.0. The inhomogeneous regions were 6 cm thick with 4–10 cm with the densities of air, lung, and bone. A soft tissue density region of 10 cm in thickness was located under the inhomogeneous region (figure 1). The inhomogeneous density setup included layers of air (electron density 0, $-1000$ HU), lung (electron density 0.26, $-740$ HU), and bone (electron density 1.34, $+600$ HU) (table 1)\(^{(24)}\). The surface area used to estimate the surface volume dose was between the surface and a depth of 1 cm.

**Radiation treatment planning by various algorithms**

The contoured phantoms underwent RTP with 6 MV photons, a source surface distance (SSD) of 100 cm, a field size of $10 \times 10$ cm,$^2$, and a single anterior field direction. The normalization point was located at $D_{\text{max}}$ and the fraction dose was 180 cGy. The change in the tissue electron

\[
\rho_e = \frac{HU}{1000} \times 1.00
\]

\[
\begin{array}{|c|c|c|}
\hline
\text{Structure} & \text{Hounsfield Unit (H.U)} & \text{Relative electron density ($\rho_e$)} \\
\hline
\text{Soft tissue} & 0 & 1.0 \\
\text{Air} & -1000 & 0 \\
\text{Lung} & -740 & 0.26 \\
\text{Bone} & +600 & 1.34 \\
\hline
\end{array}
\]

Figure 1. The schematic of virtual slabs phantom and contouring on the radiation treatment planning.
density in the irradiated volume resulted in a change in the PDD and the lateral depth dose profile because of the photon transmission and scatter. Therefore, we compared and analyzed the differences in the electron densities in the PDD and lateral depth dose profile after RTP was implemented in the homogeneous and inhomogeneous phantoms using the calculation algorithms and inhomogeneity correction methods. The pencil beam algorithm uses the BPL, MBPL, and ETAR to correct for inhomogeneous media. The BPL method was used for the manual calculation of one-dimensional inhomogeneity correction before computed tomography based RTP. The MBPL formula quotes from the BPL as a 1D correction method. The BPL and MBPL under-correct for substances with densities lower than that of water and over-correct for substances with densities higher than that of water. The ETAR, which is a two-dimensional algorithm, was the first practical dose calculation method using all CT data. The ETAR includes the 3D tissue density information for accurate calculations of the dose scatter; however, the scatter decreases in densities lower than that of soft tissue and increases in higher densities. The AAA, which is a convolution method, may offer more accurate calculations than the pencil beam algorithm for inhomogeneous areas. The AAA calculates the beam and allows energy fluency that is composed of three separate sources: primary photons, extra focal photons, and contamination electrons. The AXB calculation implements the latest version of the Eclipse planning system and is similar to the Monte Carlo method. The AXB algorithm can calculate 3D dose distributions by using the primary photon source, scattered photon fluency, and scattered electrons.

Statistical analysis
The PDDs determined by various algorithms were calculated by the statistical software (SPSS, Ver. 21.0, IBM). We compared the PDD at the surface (0–1 cm), the first homogeneous area (0–4 cm), the inhomogeneous area (4–10 cm), and the inhomogeneous and second homogeneous area (10–20 cm). The comparison of primary photons, secondary scatter, and lateral scatter due to the electron density was evaluated using the lateral depth dose profile at $D_{max}$, the first homogeneous-inhomogeneous junction (4 cm), the center of the inhomogeneous area (7 cm), and the second homogeneous-inhomogeneous junction (10 cm). The pencil beam algorithm and AAA did not accurately reflect the surface dose because of the lack of primary and scatter corrections. Thus, we evaluated the dose volume histogram (DVH) to analyze the surface (0–1 cm).

RESULTS
Percent depth dose comparison
The represented PDDs were calculated using the pencil beam algorithm, AAA, and AXB algorithm with 6 MV photons and a field size of $10 \times 10 \text{ cm}^2$ in the virtual slab phantoms at a central axis (figure 2). The pencil beam algorithm uses the BPL, MBPL, and ETAR for inhomogeneity correction.

Table 2 shows the average and standard deviation of the PDD in the virtual slab phantoms. All PDDs in the soft tissue density were in good agreement (within 2.3%) from $D_{max}$ to a depth of 18 cm in the virtual slab phantoms when comparing the AXB algorithm with the AAA, BPL, MBPL, and ETAR. However, the surface PDD (0–1 cm) showed a relative maximum average and a standard deviation of 8.1 cGy ± 7.9 when using the ETAR. For a homogeneous phantom, the difference in PDD was largest when using the ETAR and AAA, both of which showed good agreement with the AXB algorithm (within 2.0 cGy ± 1.9). The PDD of the first homogeneous area (0–4 cm) yielded the maximum difference of within 2.3%. The maximum difference in the PDD of the inhomogeneous air was 22.0 cGy ± 7.0 when comparing ETAR with AXB. The average
differences in the air density were approximately 20% for other calculation methods. The PDDs for the lung and bone density slabs (4–10 cm) were showed differences within 3%. The PDD difference for the lung slab had a maximum of 2.77% for AAA and minimum of 0.5% for ETAR. It was rebuilt in the region below the air density area (10–10.6 cm) for AXB calculations (figure 2b). However, other calculation methods did not demonstrate this rebuild up. The rebuild up region had a maximum difference of 38.1% below the air slab for ETAR, and the average difference was approximately 10% in the second homogeneous area (10–20 cm) for all methods. The bone density slab yielded the lowest difference in the PDD in the second homogeneous area for all calculation algorithms.

**Lateral depth dose profile and surface dose volume histogram**

The lateral depth dose profiles for the AXB algorithm, AAA, BPL, ETAR, and MBPL are given at $D_{max}$ the first homogeneous–inhomogeneous junction (4 cm), the center of the inhomogeneous region (7 cm), and the second

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Percent depth dose in (a) soft tissue, (b) air, (c) lung, and (d) bone density slab phantom for Acuros XB algorithm, analytical anisotropic algorithm, and Pencil beam algorithm (Batho Power, Modified Batho power, equivalent tissue air ratio).

**Table 2.** Percent depth dose difference between Acuros XB and various calculation methods (analytical anisotropic algorithm, Batho Power law, Modified Batho Power law, equivalent tissue air ratio) in the virtual slabs inhomogeneous phantom

<table>
<thead>
<tr>
<th>Inhomogeneity media</th>
<th>Calculation method</th>
<th>surface (0–1 cm)</th>
<th>Homogeneity area (0–4 cm)</th>
<th>Inhomogeneity area (4–10 cm)</th>
<th>Homogeneity area (10–20 cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air density ($\rho_e=0$)</td>
<td>AAA</td>
<td>0.8 ± 0.7</td>
<td>0.4 ± 0.5</td>
<td>20.1 ± 6.8</td>
<td>11.9 ± 14.6</td>
</tr>
<tr>
<td></td>
<td>M.Batho</td>
<td>6.3 ± 8.4</td>
<td>1.8 ± 4.8</td>
<td>20.7 ± 6.2</td>
<td>10.9 ± 15.0</td>
</tr>
<tr>
<td></td>
<td>ETAR</td>
<td>8.0 ± 8.0</td>
<td>2.1 ± 5.1</td>
<td>22.0 ± 7.0</td>
<td>12.1 ± 16.1</td>
</tr>
<tr>
<td></td>
<td>Batho</td>
<td>6.3 ± 8.4</td>
<td>1.8 ± 4.8</td>
<td>20.0 ± 5.1</td>
<td>10.2 ± 13.3</td>
</tr>
<tr>
<td>Lung density ($\rho_e=0.26$)</td>
<td>AAA</td>
<td>1.3 ± 0.9</td>
<td>0.5 ± 0.6</td>
<td>2.8 ± 0.6</td>
<td>1.7 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>M.Batho</td>
<td>5.9 ± 8.8</td>
<td>1.6 ± 4.8</td>
<td>0.7 ± 0.2</td>
<td>0.6 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>ETAR</td>
<td>7.4 ± 8.4</td>
<td>1.9 ± 5.1</td>
<td>0.5 ± 0.4</td>
<td>1.2 ± 0.5</td>
</tr>
<tr>
<td></td>
<td>Batho</td>
<td>5.9 ± 8.8</td>
<td>1.6 ± 4.8</td>
<td>1.3 ± 1.1</td>
<td>1.9 ± 0.8</td>
</tr>
</tbody>
</table>
homogeneous–inhomogeneous junction (10 cm) (figure 3). All depth dose profiles were in good agreement (within 1.5%) in the 10 × 10 cm² field at Dmax. However, the dose profiles in out of the field showed relatively large differences in their maximum averages and standard deviations (13.6 cGy ± 23.9) for the BPL. The AAA calculations were in good agreement with the AXB algorithm (within 1.9 cGy ± 6.4) in and out of the field at Dmax.

Tables 3 and 4 give the averages and standard deviations for the lateral depth dose profiles in the virtual slab phantoms at several depths. The results for the soft tissue density slab were within 1% at all depths in the field region for all calculation algorithms. The dose profiles out of the field showed a relatively large discrepancy to the process sequence BPL, ETAR, and MBPL in the soft tissue density phantom, but that of the AAA was in good agreement with the AXB algorithm (within 1.2 cGy ± 3.2). The results of the first junction in the field were within 1.3 cGy ± 1.13 and 1.2 cGy ± 1.93 in the bone and lung density slabs, respectively. For the air density slab, the dose profiles in the field showed slightly higher differences (2.1%–4.3%), with a
The maximum difference of 8.7% out of the field for the MBPL. The results for the center of the inhomogeneous density slab in the field showed slight differences (2.1%–3.7%) for the bone and lung densities for all calculation methods. However, the dose profiles for the air density slab showed a relatively large difference of over 30%, and the maximum discrepancy was 35.8 ± 3.88 for the ETAR. The differences out of the field were relatively small (within 9.4%) in comparison to those in the field. There were large differences (20.0%–26.1%) at the second homogeneous–inhomogeneous junction (10 cm) in the field for all calculation methods. The results of the second junction for the bone and lung density slabs showed small differences (within about 3.6%) in the field. All lateral dose profiles in and out of the field represented over-calculated doses in comparison with those calculated using the AXB algorithm.

For the pencil beam algorithm, the surface dose volume histogram showed approximately 4% lower responses than the AXB algorithm. The surface dose volume histogram of the AAA was in good agreement with the AXB algorithm (within –0.3%) (figure 4).

**Table 4.** Out of field lateral dose profile difference between Acuros XB and various calculation methods (analytical anisotropic algorithm, Batho Power law, Modified Batho Power law, equivalent tissue air ratio) in the virtual slabs inhomogeneous phantom.

<table>
<thead>
<tr>
<th>Inhomogeneity media</th>
<th>Calculation method</th>
<th>Dmax</th>
<th>4 cm</th>
<th>7 cm</th>
<th>10 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air density</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ρ&lt;sub&gt;e&lt;/sub&gt;=0)</td>
<td>AAA</td>
<td>1.5 ± 3.3</td>
<td>1.3 ± 3.3</td>
<td>9.6 ± 8.2</td>
<td>9.4 ± 7.8</td>
</tr>
<tr>
<td></td>
<td>M.Batho</td>
<td>9.5 ± 18.6</td>
<td>8.6 ± 16.2</td>
<td>11.3 ± 13.1</td>
<td>9.1 ± 10.8</td>
</tr>
<tr>
<td></td>
<td>ETAR</td>
<td>3.4 ± 6.4</td>
<td>2.9 ± 4.9</td>
<td>9.3 ± 8.5</td>
<td>7.7 ± 7.6</td>
</tr>
<tr>
<td></td>
<td>Batho</td>
<td>8.0 ± 16.0</td>
<td>7.3 ± 14.0</td>
<td>10.4 ± 13.1</td>
<td>8.3 ± 8.9</td>
</tr>
<tr>
<td>Lung density</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ρ&lt;sub&gt;e&lt;/sub&gt;=0.26)</td>
<td>AAA</td>
<td>1.9 ± 6.4</td>
<td>0.9 ± 2.4</td>
<td>0.9 ± 1.1</td>
<td>0.4 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>M.Batho</td>
<td>4.4 ± 8.3</td>
<td>4.9 ± 9.5</td>
<td>4.0 ± 6.4</td>
<td>3.0 ± 5.7</td>
</tr>
<tr>
<td></td>
<td>ETAR</td>
<td>8.4 ± 16.1</td>
<td>8.5 ± 16.0</td>
<td>6.8 ± 12.0</td>
<td>6.8 ± 11.2</td>
</tr>
<tr>
<td></td>
<td>Batho</td>
<td>6.8 ± 13.1</td>
<td>7.2 ± 13.9</td>
<td>5.4 ± 9.2</td>
<td>4.8 ± 8.6</td>
</tr>
</tbody>
</table>

**Figure 4.** Dose volume histogram (DVH) at surface region (0~1 cm) for Acuros XB algorithm, analytical anisotropic algorithm, and Pencil beam algorithm (Batho Power, Modified Batho power, equivalent tissue air ratio).
DISCUSSION

The accuracy of the dose calculation and distribution in RTP plays a very important role because it must be consistent with the dose distribution in the irradiated volume. If the accuracy of the dose in the patient can be improved by 1%, the cure rate would increase by 2% for early-stage tumors. If the tumor control dose is within 95%–107% of the dose distribution, it may be treated without complications. If changes in the tumor control dose of 5% occur, the local tumor control probability changes by 10%–20%, or the normal tissue complication probability (NTCP) changes by up to 30% (26). Therefore, the dose accuracy is very important in determining the success or failure of the treatment, and the choice of dose calculation algorithm is very important to improve the dose distribution accuracy of planning and irradiation. In particular, dose calculations vary according to the employed dose calculation algorithms, as well as the inhomogeneity correction methods if the tumor is located in an inhomogeneous region. The dose calculation algorithms and inhomogeneity correction methods used for RTP systems include the pencil beam algorithm, AAA, AXB algorithm, BPL, MBPL, and ETAR, among others. In several studies, the AXB algorithm has shown improvement in the conformity of measurements and Monte Carlo simulations during dose calculation in inhomogeneous media (5,6).

In this study, we used the AXB algorithm, AAA, and pencil beam algorithm to evaluate the dose distribution (specifically, the PDD and lateral depth dose profile) in homogeneous and inhomogeneous media. The virtual slab phantoms used in this study were manufactured to describe the inhomogeneous regions that can be represented by air, lung, and bone density slabs (22).

The surface PDDs (depths of 0–1 cm) were slightly higher for the AXB algorithm than those for other algorithms. Whereas the conventional calculation algorithms demonstrate low dose accuracy because of the lack of dose correction on the surface, the AXB algorithm improved the dose correction on the surface. Thus, the surface PDD could be increased using the AXB algorithm. The PDD in the air density slab was decreased to reduce interaction with lower-density slabs for measurements. The PDD in the air density slab represented a similar dose distribution to that represented by measurements using the AXB algorithm due to the lack of interactions. The junction between the air and soft tissue density slabs increased the secondary electrons due to the increased interaction below the soft tissue density slab (8). The PDDs showed differences in the dose distribution within approximately 3% for the lung and bone density slabs due to the discrepancy of the corrections for primary and secondary radiation (22, 23).

The lateral depth dose profiles demonstrated a large difference out of the field (penumbra region) resulting from the increase in the lateral scatter disequilibrium between the AXB and pencil beam algorithms. The AAA yielded results similar to those of the AXB algorithm for lateral depth dose profiles out of the field. Differences in the depth dose profiles depending on the dose calculation methods arose because of the lack of interaction between primary and secondary radiation in the air slab phantom. There were significant differences in the dose distributions determined by the AXB algorithm and conventional calculation methods at the air density center and the junction between the air and soft tissue densities. The depth dose profile at the center of the air density slab showed a lower dose than at the junction between the air and soft tissue density slabs at a depth of 10 cm in the field because it decreased the interactions at low densities. The lateral depth dose profile at the junction of the lung and soft tissue density slabs (second homogeneous–inhomogeneous junction) was higher than that at the same position in the bone or soft tissue density phantoms because it decreased the dose attenuation in the lung density slab. The AXB algorithm could improve the dose correction in the surface region, so the surface dose volume was 1%–3% higher for the AXB algorithm than the pencil beam algorithm and the AAA (27).

In general, it was determined that dose
calculation uncertainties change at the interface between different densities and in varied densities when using the dose calculation methods. The advanced dose calculation algorithm should be used in treatment planning systems for high dose calculation accuracy and dose prediction because the irradiated volumes are composed of different electron densities. In comparison with the pencil beam algorithm and the AAA, the AXB algorithm requires substantial calculation time because of the field size and volume density. Therefore, the dose calculation algorithm should now be further developed considering its accuracy and calculation speed.
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